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Abstract—We consider some problems with a set-valued mapping, which can be reduced to
minimization of a homogeneous Lipschitz function on the unit sphere. Latter problem can be
solved in some cases with a first order algorithm—the gradient projection method. As one of
the examples, the case when set-valued mapping is the reachable set of a linear autonomous
controlled system is considered. In several settings, the linear convergence is proven. The
methods used in proofs follow those introduced by B.T. Polyak for the case where Lezanski—
Polyak—Lojasiewicz condition holds. Unlike algorithms that use approximation of the reachable
set, the proposed algorithms depend far less on dimension and other parameters of the problem.
Efficient error estimation is possible. Numerical experiments confirm the effectiveness of the
considered approach. This approach can also be applied to various set-theoretical problems
with general set-valued mappings.
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1. INTRODUCTION

Let R™ be a real Euclidean space with the inner product (+,-) and norm || - || = \/(+, ). Define the
ball B,(a) ={x € R" : ||z —al <7}, (a € R", r > 0) and the unit sphere S; = 9B1(0). Denote
by int AV and N the interior and the boundary of a set N’ C R", respectively. Recall that the
supporting function for a closed convex set N' C R™ and vector p € R™ is s(p, N') = sup,cnr(p, ) and
the supporting subset is N'(p) = {z € N : (p,z) = s(p,N')}. The set N(p) is called the supporting
element if it is a singleton. For a convex compact set N the set N(p) is the subdifferential (in the
sense of convex analysis) of the supporting function s(p, N') at the point p. Let Py be the metric
projection of a point x € R™ onto a closed convex set N.

Let N C R™\{0} be a convex compact set and f(p) = s(p,N). Consider the problem

min f(p) = J. 1)
llpll=1
It is obvious that the solution of problem (1) is a unit vector py such that py = —z/| 20l

Pn0 = {20} and J = (pg,20). Also 29 € N(pg). Thus finding the projection of zero zy = Pyx0
is equivalent to the problem (1). The general projection problem can be solved the same way as
Pyx =z + PNJF(,:E)O.

There are many ways to solve the problem of projecting a point onto a convex closed set A/, that
depend on how the set A is defined. If the set A is a polyhedron, then it can be solved with the
help of quadratic programming: min ||z||* under conditions (p;, z) < s(p;, V), where {p;} is the set
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of unit normals to A'. Method of alternating projections under the transversality condition can be
found in [1, Section 8.5]. In [2], the author considers properties of projector operators. They also
consider convergence of an iterative projection/reflection algorithm for finding points that achieve
a local minimum distance between two closed convex sets or one closed convex set and a closed
prox-regular set. Usefulness of conditional gradient-like methods for determining projections onto
convex sets was considered in [3]. In [4], the authors proposed an iterative algorithm for metric
projection of a point onto a level set of a quadric function. Some algorithms for finding the Bregman
projection of a point onto a closed convex set can be found in [5].

The best rate of convergence for the algorithms considered in the papers above is linear. Besides
that, in many cases, the considered algorithms do not allow one to obtain an efficient computational
procedure.

Further we shall assume that we know supporting function s(p, N') and supporting subset N (p).
“We know” means that we can efficiently compute s(p, N') and N (p) for any vector p € R"\{0}.

Suppose that M C R™ is a convex compact set and R(-) : [0,T] — 28", R(0) = {0}, is a set-
valued mapping with convex compact values that is continuous in Hausdorff metric. Consider a
few problems that can be solved in the framework of statement (1).

Problem (P1). For given ¢ > 0, find the distance between sets R(¢) and M, i.e. the value of
p(R(t), M) = infer(r), yem |z — yl|. Find minimal ¢ > 0, so that p(R(t), M) = 0.

Problem (P2). For given ¢ > 0, check whether the inclusion R(¢) C M holds. Find maximal
t >0, so that R(t) C M.

Problem (P3). For given ¢ > 0, check whether the inclusion R(t) D M holds. Find minimal
t >0, so that R(t) D M.

Problems (P1)—(P3) can be stated for an arbitrary set-valued continuous mapping with convex
compact images R(t) and a convex compact set M. Consider a particular case of a set-valued
integral of the form

R(t) = / F(s)ds, 2)
0

where F is a set-valued mapping with convex compact values. By default we shall assume that
0 € F(s) for all s > 0. The last integral is treated as the Aumann integral [6]

t t
/}'(3) ds = {/u(s) ds : u(s) € F(s)—a measurable selector} .
0 0

By the Lyapunov theorem on vector measures [7] the value of the integral is convex and compact.
From formula (2) and the inclusion 0 € F(s) for all s € [0,¢] we conclude that {R(¢)}>0 is increas-
ing: R(t1) C R(t2) for all 0 < t; < to. It is also possible to consider a set M(t) depending on ¢.

The support function and supporting subset for integral (2) can be calculated easily: for a unit
vector p and any t > 0 we get

t

s(p,R(t)) = s (p,/}"(S) dS) = /8(197}"(8)) ds,  R(t)(p) = /J'"(S)(p) ds. (3)
0 0

0

Another class of sets for which we know the supporting function and the supporting element are
finite sums of linear images of some fixed sets M with known s(p, M) and M(p), e.g. ellipsoids.
Suppose that R(t) = > 1, Ak(t)B1(0), where Ag(t) are continuous nondegenerate matrices for all

AUTOMATION AND REMOTE CONTROL Vol. 85 No. 5 2024



ON SOME PROBLEMS WITH MULTIVALUED MAPPINGS 493
t > 0. Then

m m m T
SO RO) = Y sl AOB0) = 3 14T Opl. RO@) =3 A
k=1 k=1 k=1 k Pl

(4)

Note that a finite sum of ellipsoids is, in general, not an ellipsoid.

Our most important example is the reachable set of an autonomous linear controlled system,
which is described by a differential inclusion

2/(t) € Ax(t) +U, ©(0) =0, =z €R", AcR>™ (5)

where U C R™ is a compact, 0 € U. The reachable set (all points to which the system can arrive at
the given moment of time) can be represented in the form

R(t) = / U ds. (6)
0

The most important strengthening of the convexity condition is the concept of strong convexity
with radius R. The set in R" is strongly convex with radius R if it can be represented as an
intersection of closed balls of radius R [8, 9]. This property can also be defined via the modulus of
convexity [10]. In [8], the authors proved that the set-valued integral (2) is strongly convex if the
multifunction F(s) has strongly convex values. In [11], the local strong convexity in certain sense
was proved for integral (2) with F(s) = A(s)U, where A(s) is a certain class of smooth matrices
and U is a polyhedron. In [12], the second order approximation in time of a Runge-Kutta type
scheme for discretization of strongly convex differential inclusions was considered.

Various problems with set-valued integrals can be solved with the help of approximation of values
of the integrals. In [13], the authors describe different methods to construct an approximation
of the reachable set of a controlled system, see Table 1 therein. One of the most general and
effective methods is based on the supporting function (it is also called hyperplane method), see,
for example, [14]. We can consider an outer polyhedral approximation for M of the form

{r eR" : (p,x) <s(p,M), VpeG}, (7)

where G C R" is a finite grid of unit vectors and solve the problem for the approximation. The
disadvantage of this approach is that a reasonable approximation can be obtained only in a space
of low dimensions 2 < n < 5, see [15].

There are also different approaches using special approximations, e.g. with zonotopes [16] or
ellipsoidal technique [17]. The latter technique sometimes permits to describe the reachable set
locally.

In the present paper we think R(¢), M, N to be either the value of a set-valued integral or
a finite sum of ellipsoids. We shall show how to reduce different problems, e.g. (P1)-(P3), with
such sets to the problem (1). The function f(p) in (1) turns out to be the supporting function of
some convex compact set ', which depends on R(t) and M. Lezanski-Polyak-Lojasiewicz (LPL)
condition [18, formula (4.6)] is proven in problem (1), from which a linear convergence rate for
gradient projection algorithm is obtained. The supporting function f(p) and its gradient can be
computed, e.g. using formula (3) for a set-valued integral or by (4) for sum of ellipsoids. With the
supporting function and its gradient we obtain an efficient calculation scheme. We also consider
a local condition of strong convexity: for some R > 0 for the solution py of (1) the inclusion
N C Br(N(po) — Rpo) holds. Under this condition the problem can be solved with the help of the
gradient projection method with a fixed step-size or with Armijo’s step-size. We prove a linear rate
of convergence for all algorithms and consider various examples.
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There is another way to solve (1) using the conditional gradient (CG) method: take the func-
tion g(x) = 3||lz[[%, a starting point z; € N and iterations Tj, = argmaxzen(—¢ (4), ), Tps1 €
Argminge(,, 7,) 9 (¥). Note that, to ensure the linear convergence of this algorithm, strong convex-
ity of NV is usually required [18, Therorem 6.1, 5].

1.1. Notation and Auziliary Results

Recall that for sets M and N from R™ we have M+ N ={z+y : 1€ M, ye N} and
MEN={z : 4+ N C M} =yep(M — ). These operations are called the Minkowski sum
and difference of sets M and N.

Denote by o(z, M) = infycrq |z — y|| the distance from a point z to a set M.

The Hausdorff distance on the space of convex compacts in R™ can be defined like this: for any

convex compact sets M, N C R"
p =

Define [a] : [a] - = |a| for a < 0 and [a] - = 0 for a > 0. Then [minj,|—;(s(p, M) — s(p,N))]_ is
the halfdistance from A to M and it is equal to max,en o(x, M

Suppose that the set R(t) (6) depends on parameter t. Then we shall denote the supporting
set for a vector p by R(t)(p). From the Aumann’s or Riemann’s definition of the integral for any
matrix J € R™*" we have JR(t) = [y Je*U ds. In particular, for any vector p € R”

RO@) = [ (e U)p) ds.
0

A set M C R" is strongly convex with radius R > 0 if we can represent M as intersection of
some collection of closed Euclidean balls with radius R. For any strongly convex set M with
radius R > 0 there exists another strongly convex set N/ with radius R such that M + N = Bg(0)
[8, 19]. Strong convexity of a compact convex set M with radius R is equivalent to the Lipschitz
condition for the supporting element M(p) on the unit sphere: for all ||p|| =||¢|| =1 we have
[M(p) = M(g)l| < Rlp—ql [8].

We shall say that a convex set M C R" is uniformly smooth with constant r > 0 if we have
M = My + B,(0), where My C R" is a convex compact set. For more details see [20, Definition 2.1].

Let So C R™ be a smooth manifold without boundary, T € Sy, € > 0. For a differentiable
function f: Sy + intB.(0) — R define S = S(f,T) ={x € Sp: f(z) < f(T)}. Assume S to be a
smooth manifold with the boundary S C {x € Sp : f(x) = f(T)}. We shall say that the Lezanski—
Polyak-Lojasiewicz (LPL) condition holds on S [18; 21, Section 3.2] with a constant x> 0 if
Q = Argmingecs f(z) # () and for all z € S the following inequality holds

1P /(@) * = u(f(x) = f(2)- (%)
Here 7 is the tangent subspace to the manifold S at the point « € S, Pr, is the orthogonal projector
onto Tz, f'(x) is the Frechet gradient of the function f at the point x € S.

Lemma 1. For any nonzero vectors € R™ we have || — L || < Ip—ql
’ el llall

Vel lall’

Proposition 1 [8]. Suppose that a set-valued mapping F : [0,t] — 2R" is continuous in the Haus-
dorff metric and has strongly convex images F(s) with radius R(s) for all s € [0,t], that is integrable
at [0,t]. Then the integral P = [J F(s)ds is strongly convex with radius R = [J R(s)ds.

It should be mentioned that the set-valued integral can be strongly convex even when F(s) is
not. itself. For example, this situation typically takes place for the reachable set R(t) of system (5)
in dimension n = 2 [22]. Nevertheless, the reachable set in dimensions n > 3 is often not strongly
convex.
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Let us look at an elementary example of a system mentioned in (5) (a similar system is considered
in Example 1 below). Let the control set be a segment: U = co {£v}. Define an analytic function
gp(s) = (p, e%v). The supporting set R(t)(p) is a singleton, provided that gp(s) #0. This is
guaranteed by full rank conditions

span{Av}?"} =R" < spanR(t) = R"™.

Since g, is analytic, the equation g, = 0 has a finite number of roots in [0,¢]. The supporting
element can be written down as
t k si+1(p)
R(t)(p) = /eAsv X sign gp(s) ds = Z € / eASv ds, (8)
0 =0 s

where s;(p), i = 1,k are the roots of g,(s), so =0, sg11 =t, ¢; = £1 is equal to sign of g,(s) when
s € [si, 8i+1]. Therefore, the behaviour of supporting element is defined by dependence of roots
of analytic function g,(s) on parameter p. If all roots are simple and lie on interval (0,t), then
it follows from implicit function theorem that the support element depends smoothly on p in the
neighbourhood. Therefore, the supporting element is locally Lipschitz. On the other hand, g, can
have roots with multiplicity greater than one belonging to [0, ¢]. In this case the supporting element
is typically not locally Lipschitz, which means that the strong convexity fails. This is illustrated in
the example below. However, it is easy to show the set of vectors p, such that g, has non-simple
zeros on [0,t], has measure zero on the unit sphere. Some generalizations of this approach to
set-valued integrals can be seen in [11].

Note that if all eigenvalues of A are real, then the number of switchings in optimal control
u(t) = U T-p) = v x sgng,(T" —t) is no greater than n — 1, it is a special case of Feldbaum
theorem, see [23, Theorem 2.11]. In the examples below, we consider a dynamical system defined
by & = Az + Bu, u €U, t € [0,T]. The optimal control that guides the system to the support
element R(t)(p) is [24]:

u(t) =UBTATTD) e 0, T). (9)

Consider the system

& =Ar+ Bu, z(0)=0, ueR: |u/<1, A=|0 -1 1|, B= (10)

= o O

Following what was said above, let g,(s) = (p,e**B) = %6_8 (p15% + 2p2s + 2p3).

Let po = £(2,—2,1), note that gy, (s) = 2e~*(s — 1)? has a multiple root s = 1. We are interested
in behaviour of supporting element near py. Remember that f(s) < g(s), s — 0, if f(s) = O(g(s))
and g(s) = O(f(s)), s = 0. Define for € € (0,1) a unit vector ¢ = q(e) = % It is easy to
see that |[p — q(e)|| < €, & — 0, and to find the roots gy =: s12(¢) = 1 £ /e. Then for t > 14 /¢

we can write down the supporting element in the following way:

1+ye

RO - RO@ = [ (2 25, 2)7 ds
1—e
14z
IR@)p) - RW@)] > [ 267 ds = VE, 0.

1—ye
Therefore, the supporting element fails to be Lipschitz in a neighbourhood of pg, so the reachable
set R(t) is not strongly convex.
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Fig.1. Attainable set of (10) and normal vectors, where the supporting element is not locally Lipschitz, ¢t = 2.

The reachable set for ¢t = 2 can be seen at Fig. 1. Normal vectors, for which the supporting
element is not locally Lipschitz, can be seen in the upper part of the figure. They lie on the
boundary of the normal cone at the tip of the set. Moreover, it is evident that the reachable set
is structured like a CW complex. This structure appears as a result of (8), since the supporting
element can be determined by positions and multiplicities of the roots of g,(s) on [0,¢] and the sign
of g, around the left end of the segment. If the system has a matrix with real eigenvalues, then the
overall multiplicity of roots of g, is not greater that n — 1. It can be shown, that in this case an
arbitrary configuration of roots substituted into (8) produces a point from ORs(t). Evaluating (8)
on sets of roots with different overall multiplicities allows us to extract curvilinear edges and faces
from the reachable set. Some generalization of the above arguments can be seen in [11].

Lemma 2. Suppose that Ay = J YAJ is the Jordan form of the matriz A from system (5),
Uy = J U, where J € R™™ s the transfer matriz. If the set Ri(t) = fg eM5Uy ds is strongly

convex with radius r, then R(t) = OteASZ/I ds is also strongly convex with radius R = ra? /B, where

a = ||J|| = max)p=1 [|Jh], 8 = minyp =1 [|Jh].
Note that by [25, Theorem 3] any ellipsoid

n 2

N:{xeR” : Zﬁgl}, M= >.. >\, >0,
k=1"k

2
is strongly convex with radius R = :\\—711
Lemma 3. Suppose that in system (5) U is uniformly smooth with constantr > 0. Then R(t) (6)

L2
is uniformly smooth with constant ro =1 [ i‘\’ll((j)) ds, where A\1(s) = ... = Ay(s) > 0 are the semiazes
0

of the ellipsoid e?*B1(0).
Note that by the proof of Lemma 3 any ellipsoid

no_2
N:{xER” : Z—zgl}, M=A>...2> )\, >0,

2
is uniformly smooth with constant r = i—’ll
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In particular, Lemmas 2 and 3 show that it is enough to consider system (5) with the Jordan
form of the matrix A.

The next proposition estimates the rate of decrease for a Lipschitz differentiable function per
step of the gradient projection method.

Proposition 2 [26, Lemma 2]. Consider the problem minag f(x) in R™. Suppose that M is a
closed set, f' is a Lipschitz function with constant Li. Fiz 0 < X\ < L% Assume that xog € M and
Yo € Pr(zo — Af'(20)). Then

1/1 )
Foo) = £w0) > 5 (5 = L) lloo = wol

For the validity of the previous formula the Lipschitz condition for f’ with constant L; is essential

on the segment [zg, yo], see the proof of [27, Proposition 2.2].

1.2. Additional Assumptions on R(s)

When solving problems (P1)-P(3) we will require some additional assumptions on sets we work
with. Here we will enumerate all of them, we will only need some of them for each problem.

(1) R(s) is strongly convex with radius Ry > 0 for all s € [0, T].
(2) M is uniformly smooth with constant r > 0: M = Mg + B,.(0), also
(a) My us strongly convex with constant Ry > 0.
(b) r > Rrp.
(3) M is strongly convex with constant Ry > 0.
(4) U is uniformly smooth with constant ry; > 0: U = Uy + B, (0).
(5) r(t) > Ro, where 7(t) = 1y [ %% and Ai(s) > ... > A\,(s) are the semiaxes of the ellipsoid
e B1(0).
The first assumption is fulfilled if, for example, the set el is strongly convex with radius
R(s) > 0. Then from proposition 1 and linearity of the integral it follows that

T t T T
R(T) = / et U ds = / eMU ds + / eMUds = R(t) + / eU ds,
0 0 t t

then we obtain that the set

R(t):ﬂ{R(T)—x : xe/eAsZ/{dS}

t

is strongly convex with radius Ry = fOT R(s)ds for all t € [0,T].

1.3. Structure of the Paper

In Sections 2-4 we formulate sufficient conditions and prove results about linear convergence of
the gradient projection method for a particular optimization problem with supporting functions to
which problems (P1)-(P3) are reduced. This solves problems for a fixed ¢ € [0, .

In Section 5 we discuss how we can find the starting point p; for the iteration process. Estimates
of the probability of finding p; using random search are given.

In Section 6 we discuss the results of numerical experiments. Here we also consider an algorithm
for finding the optimal ¢ in problems (P1)—(P3).
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2. PROBLEM (P1)

Assumptions: 1, 2(a).

For all ¢t € [0, 7] consider the set N (t) = R(t) + (—My). The set N (t) is strongly convex with
radius R = Ry + Ry as a sum of strongly convex sets [19]. The equality R(t) N M = can be
reformulated as follows: the distance from zero to N (t) is more than r > 0. If the last assertion
is true, then 0 ¢ R(t) + (—M) and otherwise 0 € R(t) + (—M). Using the supporting function we
can check the inclusion as follows: for the function f(p) = s(p, N'(t)) = s(p, R(t)) + s(p, — M) find

min f(p) =/ (11)

If J < —r, then the distance from zero to the set N (t) is greater than r. If J > —r, then the
distance from zero to the set N (t) is no greater than r and hence 0 € R(t) + (—M). Note that

f'(p) = R(®)(p) + (=Mo)(p) = /(6ASU)(p) ds + (=Mo)(p)- (12)
0

Theorem 1. Fiz e € (0,1). Suppose that in (11) J < 0. Then under above mentioned assump-
tions the function f in (11) satisfies the LPL condition on the manifold S = {p € &1 : f(p) < 0}
with constant u = |J|. Also the function f has Lipschitz continuous gradient on the set {p € R™ :
1 —e < |pll <1+ e} with Lipschitz constant Ly = 1—i = %TJ;&)

Consider the following iteration process

prES (e fe) <0, ot =Pa (- Aw) Ae (0.7, (13)

If pr, € S, then ppy1 € S. Indeed, by Proposition 2

F(or) — f(Pry1) = % (% - L1> 1Pk — i1l =0, flprsr) < flpx) <O.

Consider the point pr — Af’(pr). We have

1k = A ()l = (ks e — A (k) = 1 = Xpw, f/(pr)) =1 = M () > 1.

Theorem 2. Suppose that the function f is Lipschitz continuous with constant L = ||N(t)||, the
function f' is Lipschitz continuous on S1 with constant R = Rt + Ry. Suppose that J < 0. Put
L, =2R.

Fiz \ € (O,min{L%, 5-1). Then algorithm (13) converges to a point of minimum py € S1 at a
linear rate:

f(pre+1) — f(po) < a(f(pk) — f(po)),

kst — pill < A2\ 2A(F (1) — £ (o)),
A
C2LA+2

€ (0,1).
The next example shows that the sharpness condition of the type Ja > 0 that f(p) — f(po) >
allp — pol| for all p € S does not hold.
Consider L > r > 0, ||po|| = 1 and the set N' = B,.(—Lpo). Then for all p € S; we have
L
s(p, N) = s(po, N') = L(1 = (p,p0)) = 5 llp = pol*
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Remark 1. The above results can be proven under more local assumptions. Instead of the strong
convexity assumption 1 of R(T") with radius Ry we can require the fulfillment for all p € S the
supporting principle for the set R(t): there exists Ry > 0 with

R(t) € Br(R(t)(p) — Rrp), VpeS. (14)

Assumption 2(a) concerning M must be met.

In this situation the set Z(t) = R(t) + (—M) satisfies the supporting principle for all p € S
with radius R = Ry + Ro:
Z(t) € BrN(t)(p) — Bp), VpeS.
For any p,q € S we get |[N(t)(p) — Rp—N(t)(¢)||* < R%, |N(t)(q) — Rg—N(#)(p)||*> < R? and
IN()(p) = N()()]* < 2R(p, N (t)(p) — N (t)(a)),
<

IN(#)(q) = N (@) ()II> < 2R(q, N (t)(q) — N()(p)) = 2R(—q, N (t)(p) — N'(t)(q)),

t)
hence [N (t)(p) — N(t)(¢)|| < R||p — ¢||. Keeping in mind that for any p,q € S the small arc of the
circle of radius 1 with center 0 and endpoints p, ¢ belongs to S, we can repeat proofs of Theorems 1
and 2 for the considered case. In the generalization of Theorem 1 we should take p,q € R™ with Hz%ll’

ﬁ € S, i.e. Lipschitz condition will be proved on the set {p eER":1—e<|p| £1+c¢, Hz%ll € S}.

3. PROBLEM (P2)

Assumptions: 1, 2(b), 3.
Fix € € (0,7 — Rr). Consider e-neighbourhood R.(t) = R(t) + B-(0) of the set R(t). Inclusion
R(t) C M means that

<
D oz, M) <e

and otherwise, if max,cr ) o(x, M) > ¢, then R(t) ¢ M. Using supporting functions we can
formulate an equivalent problem for the function f(p) = s(p, M) — s(p, R(t)) find minimum

min f(p) = J. (15)
llpl=1
If J > —¢ then R(t) C M and if J < —e then R(t) ¢ M.

Let S={pe S : f(p) <0}. Suppose that pg € S; is a solution of (15).

Assume that S # ). Consider an iteration process

meS,  prr= Ps (pr— A (0r)- (16)
Theorem 3. Suppose that under assumptions of Section 3 we have J <0 in problem (15).
Let ro=r—Rp—e>0, L=|M=XR.A(t)| >0. Then for any p1 €S and 0< A<

min{r3/R3,1/(2L),1/(2Ry)} iterations (16) converge at a linear rate to the solution py:

IPe+1 — poll < qllpk — polls q:\/ RO/\+R2>\2 (0,1).

Remark 2. Asin Section 2, we can prove the above results under more local assumptions. Instead
of the Assumption 1 on strong convexity of R(s) for all s € [0,7] with radius Ry we can require
the fulfillment for all p € S of the supporting principle for the set R(t): there exists Ry > 0 such
that for a number € € (0,7 — Rr) we have

M(p) = R(t)(p) + R(t) C Bry(M(p) — Rrp) C Bro(M(p) — (r—e)p) c M, VpeS. (17)
Assumptions 2(b), 3 concerning M must be met.
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In the considered situation we have
M(p) —R(t)(p) —ep+R(t) C M, VYpeS (18)

and hence f'(p) = M(p) — R(t)(p) — e x p = M(p) — Re(t)(p) = (M= Re(t)) (p) for all p € S be-

cause f'(p) € M= R.(t) and (p, f'(p)) = s(p, M= R.(t)) for all p € S. Indeed, fix p € S. From the

inclusion f/(p)+R.(t) C M we get f'(p) € M= R.(t). On the other hand (p, f'(p))+s(p, Re(t)) =

s(p, M) and thus (p, f'(p)) = s(p, M) = s(p, R=(t)) = co (s(p, M) — s(p, Re(t)) = s(p, M= Rc(t))-
The next steps repeat the proof of Theorem 3.

4. PROBLEM (P3)

Assumptions: 1, 3, 4, 5.
Note that by Lemma 3 the set R(t) is uniformly smooth with constant r(¢) and hence Ry > r(t).

Fix € € (0,7(t) — Rp). Consider e-neighbourhood M. = M + B.(0) of the set M. Inclusion
R(t) D M means that

t)) <
max o(z, R(t) <e

and otherwise, if maxgzea. o(z, R(t)) > €, then R(t) » M. On the base of supporting functions
we can formulate the next equivalent problem: for the function f(p) = s(p, R(t)) — s(p, Mc) =
s(p, R(t)) — s(p, M) — ¢l|p|| find minimum

min, fp)=1J. (19)

If J > —e then R(t) D M and if J < —e then R(t) p M.
Asusual, S={p € S : f(p) <0}. Suppose that py € S is a solution of (19).
Assume that S # ). Consider an iteration process

p1 €S, Pr+1 = Ps, (o — A (pw))- (20)

Theorem 4. Suppose that under assumptions of Section 4 we have J <0 in problem (19). Letr =
r(t)—R—e>0, L=|R(t)= M_.|. Then for any p1 €S and 0 < A <min{r?/R3,1/(2L),1/(2Rr)}

iterations (20) converges at a linear rate to the solution py:

2r

2
lpk+1 — poll < ¢llpk — poll, q= \/1_R—T)\+R%)\2 €(0,1).

Remark 3. As in Section 3, we can also prove the above results under more local assumptions.
Instead of the strong convexity Assumption 3 of M with radius Ry we can require the fulfillment
for all p € S of the supporting condition for the set M: there exists Ry > 0 such that

M C Bgy(M(p) — Rop), Yp€ES. (21)

Assumptions 1, 4 and 5 must be met.

5. CHOOSING THE INITTIAL POINT

We choose p; using random search: in problems (P1)-(P3) we sample a random vector p; € S;
from a uniform distribution and check the inequality f(p;) < 0. If it fails, we choose another
random vector p; € S; and so on. In the present section we estimate the probability P({f(p1) < 0})
to find an appropriate vector p;. As an example, let us consider (P1) for fixed ¢ > 0. Recall, that
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J < 0 is the solution of problem (11). By assumptions for (P1), the set N/ (¢) is strongly convex
with radius R > 0. Denote zo = Pyr»0, po = —20/l20[]. For a set M C R" define cone M to be
the (convex) conic hull of the set M, i.e. cone M = {>7"; Niz; : x; € M, \; > 0}. For a pair of
points z,y € R", x # y, define the ray [z,y) ={z+t(y —z) : t > 0}.

Let D >0and H = {x € R": (pg,x — 20) = 0}. Suppose that L =cone (H N Bp(zy)) D cone N(t).
For example, D can be the diameter of the set N'(t), i.e. D = sup, yepn ) l7 = yll.

The set K is a cone of revolution with axis [0, z9). The angle between the axis and a generatrix
is equal to a, tana = \?I The polar set K~ ={peR"” : (p,q) <0 Vg€ K} is also a cone of

revolution with axis [0, —zp) and the angle between the axis and a generatrix is equal to § = 277 Q,

_ D
thus cos 8 = NOER
By the definition of I we have for any p; € S§ N K~ that f(p1) < 0. Denote Scap =S1NK™
and Sp = K~ N Hy, here Hy ={z € R" : (pp,x) = cos5}. Note that Sy = Hy N By, (cos B X po)
7]
VDIr 2

with 7o =sin 8 = (n — 1)-Lebesgue’s measure ji,, 1Sy < fin—1Scap and thus

pn—1Scap _ fin—1S0 r(}‘l Vet 1V ( | /| )nl

P <o) > > - _ 1
(/1) D Hn—1S1 Hn—1S1 n V, n Vi, \VvD?+ J?

Vi, = - (”;fl) is the volume of a unit ball in R".

Suppose now that B,(zg — rpg) C N(t) for some r > 0. Then consider a cone of revolution
K = cone B,.(z9 — rpg) C cone N (t) with axis [0, zp). The angle between the axis and a generatrix of
K'is equal to o, sina = . Define a polar cone K~ D (cone N (t))~ with the angle  between the
axis [0, —zp) and a generatrix, cos f = +‘J| We have for any p; € S with f(p1) < 0 that p1 € Scap,
as previously Scap = S1 N K. Define St =K~ N Hy with H; = {z € R" : (pg,x) = 1}. From the
7\/W Then

elementary planimetry it is easy to see that S& = H; N By (po), 1 =tan s =
fin—18§ = pn—1Scap and

n—1
< Pon— 15<:ap T B (S 1V <\/27“|J| + |J|2>

P < =
({f(p) <0 Hn—181 Mn 1S1 on WV, n Vy, r

Finally for a set N(t) of diameter D that is also uniformly smooth with constant r we have

lvm< 17| ) B({f(pr) < 0}) < 1vn1<\/2r|J|_+|Jl2> o

n V, VD2 + J? n V, r

Similarly with the right estimate in (22) for an R-strongly convex set N (t) one can prove that

1V («/QR]J] ¥ \JP)"l

n Va R+ |J] P({f(p1) < 0}).

This estimate shows that P({f(p1) < 0}) < |J|*! when J — 0. In our consideration |J| is of the
order € > 0 and in this case the left inequality in (22) gives a more reasonable estimate because in
most examples the value of D is much less than R.

The estimated probability can be very small and strongly influences calculations when either |.J|
is close to zero or n is large. In our experiments in the examples below for n in range 3 < n < 12
we found p; in a few dozens attempts at most (for problems (P1), (P2)). Sometimes we needed
about 1000 attempts to find the vector p; in problem (P3). One of the reasons is that D > 0 in
the above estimate can be chosen to be significantly smaller than the diameter N (t), since we only
need the fulfillment of the inclusion cone (H N Bp(zp)) D cone N (t).
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Sometimes we can choose p; deterministically, see the Algorithm from Section 9.

The step size A for solving problems (P1)—(P3) can be chosen using the Armijo rule. Its detailed
description can be found in [29].

6. MODELING AND EXAMPLES

Some of the considered examples are low-dimensional (n = 3) for ease of interpretation by a
reader. As shown in the following, convergence rates for such examples and for examples of higher
dimension are the same.

6.1. Problem (P1). Example 1

In this example we calculate the point of time at which the reachable set R first intersects the
target set M.

Consider the system

-13 1 0 0
t=Ax+ Bu, z(0)=0, ueR: |u/<1, A=| 0 -13 1 |, B=10]. (23)
0 0 -1.3 1

The target set is M = Mg + B,(0), where M, is the ball By2(0.7,—0.3,0.35), r = 0.5. Recall
that f(p) in problem (11) depends on ¢, i.e. f(p,t) = s(p, R(t)) + s(p, —Mp).

We first consider the auxiliary problem of finding the distance between sets R(t) and M for
t = 1, with initial condition p; = (0,03123620, —0,72453809, 0,68852659), f(p1,1) = —0,05270947.

Figure 2,a: Convergence of the gradient projection algorithm for the auxiliary problem
miny,—; f(p,t) for t = 1. Approximation of the convergence rate is f(px, 1) — f(po, 1) ~ 0.2486 x
0.83043%. The found solution is py = (0.87540058, —0.46926876, 0.11602002) with f(po,1) =
— 0.573989.

The reachable set and the point closest to the target set are depicted on Fig. 3.

When searching for the minimal time at which intersection occurs, we only know the search
interval [0, 7], but not the starting point p; for arbitrary moment of time from the interval. There
are two different strategies. The first one is to randomly find p; € S with f(p1,t) < 0 for a given ¢
and increase ¢ by a small amount. However, due to the time-related nature of (P1) there is a better
algorithm. This algorithm involves keeping track of suitable p, f(p,t) < 0, while increasing the
time.

(@ (b)
a5 0F —Residual In(fipk, 1) —fpo, 1)) —Residual In(f{pk, 0.5) — fipo, 0.5))
o -5+
S -5
3 10}
E-10f
= ~15F
S _15¢
g “20F
20+
g -25+F
2 -25-
[}
= -30+
_30 L
1 1 1 | 1 1 1 1 1 | 1 1

| 1 1
0 25 50 75 100 125 150 175 0 20 40 60 80 100 120 140 16
Iterations, k Iterations, k

Fig.2. Convergence of gradient projection algorithm with step size A = 0.1. (a) Problem (P1), Example 1,
(b) problem (P1), Example 2.
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— Set Mo

— Set M
- Reachable set for
@ Closest point

0.4 0.2 0-0.2-0.4-0.6-0.8-1.0
X2

Fig.3. The point of the reachable set R(t) (¢t = 1) closest to the target set found by gradient projection
algorithm (problem (P1), Example 1).

Algorithm for problem (P1) (finding minimal time)
Data: T' > 0, f(p,t), r > 0, tolerance e¢o > 0, bounds tiower = 0, tupper = 7', time step Ay > 0.

(1) Put ¢t + 0 and find initial p; satisfying f(p1,0) < 0 first. Then run the gradient projection
method which gives p(0) = arg min, = f(p,0) : f(p(0),0) <O0.

(2) Put tiest = min{t + A, tupper }-
If f(p(t),ttest) = 0, then set Ay <— A;/2 and repeat this step.
If f(p(t),test) < 0, then proceed to Step (3).

(3) Run the gradient projection method (13) for function f(p,test) With initial point p; = p(t).
It results in pg and J = f(po, trest) = minyp)=1 f (P trest) < O

(4) If J > —r + €401, then the reachable set intersects the set M. Update tupper ¢ trest, A¢ <
%min{At, tupper — tlower } and proceed to Step (2) with the same ¢ and p(t). Otherwise con-
tinue with Step (5).

(5) If J < —r — &1, then the reachable set has yet to reach the set M. Update tjower < ttest,
At — min{QAt, m}.
Also update t < tyest, p(t) < po and continue with Step (2).
Otherwise finish with Step (6).

(6) A solution is found within given tolerance: |J + r| < ey1. Return ¢y = tiest as the optimal

time for problem (P1), and py.

Notes: the algorithm performs bisection-like search on the time interval [0,7]. Probability
of finding suitable p; at Step (1) may be estimated using results from Section 5. However, it
can be found non-randomly at Step (1) if we can somehow find a unit separation vector p; € R™
such that (p1,x) < 0 for all x € —M,. Further at each Step (2), the initial value p; of the gradient
projection algorithm is chosen non-randomly. At Step (5), the time step is doubled for faster search.
The algorithm may also operate if the value 7" is unknown (i.e. tupper = 00), but for typper > 7T'
convergence conditions for the gradient projection algorithm may be violated. Nevertheless the
invariance tigwer < ttest < tupper 1S satisfied.

The algorithm stops when we obtain J with a given tolerance e, in all examples here and
below eio) = 10~ 7 and at the final stage tupper — tlower ~ 1079, We also can stop the algorithm with
a given precision with respect to the time ¢: e.g. when typper — tiower < Etime We finish calculations
and take t € [tiowers tupper). Here €yme > 0 is an admissible time error.

For system (23) Algorithm converges in 21 steps. The optimal time is 2.7383842,

po = (0.77091811, —0.60777697,0.19050571).
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- Reachable set
--- Optimal trajectory
= Touch point
Target set

Fig.4. Attainable set at the moment of intersection and the optimal trajectory (problem (P1), Example 1).

Figure 4 depicts the reachable set and the target set at the moment when they intersect. The
optimal trajectory (as in 9) with two switches can also be seen. Also see [24].

As was shown in Introduction, the reachable set R(t) of system (23) is not strongly convex. For
U = Bx[—1,1] and t >0 we have s(p, R(t)) = fé 671'35\171% + pas+ ps3| ds for any p = (p1,p2,p3) €Si.
For the solution pg = (0.77091811, —0.60777697,0.19050571) and ¢ = 2.73838... we have the roots
s1(po) < s2(po) of the equation pl% + pas + p3 = 0 for p = pg. By the inverse function theorem the
roots 81 3 p — s;(p), i = 1,2, of the equation p1§ + pas + p3 = 0 are analytic in some neighbour-
hood of the point py € S1. In other words, there exists a number v > 0 such that the functions

S1NBy(po) 2 p— si(p), i=1,2,

are Lipschitz continuous with some constant L > 0. Moreover, we can choose the number v > 0 so
that the first components of p and q are strictly positive and max{s1(p), s1(¢)} < min{s2(p), s2(q)}
for all p,q € S N B, (po).

Fix a pair of points p,q € S1 N By(po). Put M = m[ax} lled*||. Then |s;(p) — si(q)| < L||p—q|| for
s€|0,t

i = 1,2 and for the supporting elements, using the estimate HL{(eATSp) — Ll(eAqu)H < 2, we have
2 Si(q)
T T
IROE) -RO@I = | [ et @e™p) - o) ds| < aMLlp—q.
i=1

si(p)

Thus the part of surface {R(t)(p) : p € S1NB,(po)} is a part of a strongly convex set with radius
R =4ML. In the present example it’s enough for convergence of the gradient projection algorithm
at time ¢. The same situation takes place for a time less than ¢.

6.2. Problem (P1), Ezample 2

Consider an example in R!2.
A = diag(-0.3,-0.8,—-1,—-0.7,—-0.71,-0.52, —0.37, —0.05, —0.25, —0.89, —0.99, —0.2), U = B4 (0).
The target set is M = M + B,(0), where M is the ball By4(0.3 x1) (1 =(1,1,...,1)), r=0.2,
step-size A = 0.1.
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Fig. 5. The kth components uy of the optimal control (problem (P1), Example 2).

Figure 2,b: convergence of the gradient projection algorithm for the auxiliary problem
min|,—; f(p,t) for the time ¢ = 0.5 and the initial condition

p1 = (0.02046203, 0.24278712, 0.2199823, 0.33539534, 0.11750331, 0.07584814,
0.44196329, 0.14159412, 0.08314335, 0.32560626, 0.49401057, 0.43339861)

with f(p1,0.5) = —0.047713028083805786.
Approximation of convergence rate is f(pg,0.5) — f(po,0.5) ~ 0.1218 x 0.8122*.
The optimal value is

po = (0.2730037, 0.30197686, 0.3125336, 0.29647251, 0.29702965, 0.28619273,
0.27727228, 0.2572461, 0.26991497, 0.30680235, 0.31202019, 0.26679398)
with f(po,0.5) = —0.2023841828091369.
Algorithm converges in 21 steps to the point
po = (0.27281666, 0.3021221, 0.31280135, 0.29655398, 0.29711758, 0.28615572,
0.27713348, 0.25688441, 0.26969324, 0.30700357, 0.31228196, 0.26653741)

and the optimal time is 0.503150463104248.
Figure 5 illustrates the optimal control (per components, each line means one of 12 components).

6.3. Problem (P2). Example 3

The reachable set (as in (23)) is touching the target set from the inside.
The target set is the ellipsoid M = {z : (z — ¢)TQ(x — ¢) < R?}, with

45 —-12 —1.6 —3.4
Q=1|-12 68 -23|, c=|-38|, R=12.
~16 -23 8 0.3

Recall that f(p,t) = s(p, M) — s(p, R:(t)), here we take e = 0.05, step-size A\ = 0.2.
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. Reachable set
® Touch point

Fig. 6. Solution of problem (P2), Example 3.

Figure 6: For system (23) a similar bisection algorithm converges in 19 steps (i.e. |J + €| <
etol = 10~7). The optimal time is ¢ = 1,64610733, po = (0,36800454, 0,72705740 — 0,57962073).

6.4. Problem (P2). Ezample 4. Homothete Inside the Target Set
We solve problem (P2) for a homothete, i.e. the problem is stated as

maxt: tR C M. (24)

t=0

Define M = By4(0), i.e. the ball centered at 0 of raduis 10. The set R is a strongly convex segment
with endpoints [—0.1, 3,2.05884573], [—1.9, 3, —1.05884573] and radius of strong convexity R = 3,
i.e. R is the intersection of all closed balls of radius R = 3 containing the endpoints.

The supporting element for a unit vector p = (p1,...,p,) for a strongly convex segment with

endpoints [—aeq, ae;| and radius of strong convexity R > a is equal to Rp — 7”{12_“22([ —erelp if
1

arctan ( \/ﬁ?) < arcsin(%), otherwise it is equal to sign(p;)ae;. We shall consider the homoth-
1

ety tR, with parameter ¢ = 0.1 in the definition of f in (15), and step-size A = 0.2.

Fig.7. Problem (P2), Example 4. The homothete is not contained inside M when t = 3.
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For ¢ = 3 the set tR is not contained in M (see Fig. 7). An algorithm, similar to one for prob-
lem (P2), in 21 steps gives the optimal value ty = 2.62904820 and py = (—0.3425777,0.93398621,
0.10153957) (i.e. |J +¢| < ggo1 = 1077).

6.5. Problem (P3). Example 5

Consider an example in R0
A = diag(0.1,0.75,0.8,0.81,0.82,0.95,1.0,1.0,1.05,1.1), U = B1(0). The target set is M =
Bp1(0.1 x1), (1=(1,1,...,1)), e = 0.1, step-size A = 0.1.

We need 21 runs of the gradient projection algorithm to get the solution point

po = (0.44643102, 0.32328081, 0.3153902, 0.3138356, 0.31228874,
0.29286442, 0.28572048, 0.28572048, 0.27875066, 0.27195027)

and the optimal time is ty = 0.35823087.

7. CONCLUSION

In this paper we used a minimization Problem 1 to propose effective solution methods for several
other problems (P1)—(P3) that involve distances and inclusions between sets. Linear convergence
of proposed algorithms is proven. Several examples are given to prove the effectiveness of proposed
solutions.

APPENDIX

A.1. PROOF OF LEMMA 1
Multiply both sides of the inequality by \/||p| ||¢|| and take the square.

A.2. PROOF OF LEMMA 3
By the equality e® = JeA15J~1 we get

t t
R(t) = / Jes T U ds = / Je Uy ds = TR (1).
0 0

The result follows from [25, Theorem 3].

A.3. PROOF OF LEMMA 3
We have U = Uy + B,(0). Then R(t) = Ro(t) + 7 [ eA*B1(0) ds,

t
Ro(t) = / Uy ds.
0

It is enough to prove that the ellipsoid e4*B;(0) is uniformly smooth with constant r(s) = %(%)
Consider orthonormal basis where the ellipsoid e4*B;(0) has a canonical form

n 2

Then the matrix L = diag {\1,..., A} gives LB1(0) = N. Theellipsoid V = {x : >}, Ma7 < 1}
is strongly convex with radius p = A;/A\2. Hence there exists another compact convex set P with
V + P = B,(0) and, taking in mind that LV = B;(0), we have
1 1
LY+ LP = LBP(O) = pLBl(O) = pN = 561(0) + ;P =N.
Thus the set N is uniformly smooth with constant % = A2/
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A.4. PROOF OF THEOREM 1

Let I be the identity matrix. Assume that pg € S; is the solution of problem (1). From the
necessary condition of extremum f(pg) = (po, f'(p0)) = —|If'(po)||. Then Pr, =I—pp” for any
p €Sy and ||(I —ppD)f')? = |f'(p)|I*> — f%(p). Hence for all p € S we get

I W)IP = 2() = (LI @) = FE) UL @)+ Fpo) + F(p) — F(po))-

From the inequality f(p) < 0 and the fact that the supporting element f'(pg) = N (t)(po) has min-
imal norm, we have || f'(p)|| — f(p) = |[f ()|l = ||/ (po)|| = |J|. It remains to note that ||f'(p)| +

f (o) = 117 = 11/ (po)ll = 0.
For any vectors p,q € R", 1 —e <||p|, l¢|| <1+ ¢, by Lemma 1 we obtain that H”;%” - ﬁ“ <

%. Fix such p,q. Then by Lipschitz continuity of the supporting element f’(£) = N (t)(€)
ol llg

on the unit sphere with Lipschitz constant R and by the equality f'(¢) = f/(£/[/£]]), for all £ # 0,

we get
Rlp —dll

Ve Tall

1£0) - o)) < & 2 - —H

||P—Q||- O
ol lall —€

A.5. PROOF OF THEOREM 2

Define g, = pr — Af'(0k), llakll = 1= A|f'(pe)|| = 1= AL > 3. By |[pi| = l|pe+1]l = 1, Lemma 1
and from the inequality

1

IPr+1 = pill = [1Psy (o — Af'(pr)) — piell < e — 3l AV2(|f ()| < W2L < —
[2x[ gl NG

we get [pr,pr+1] C{p €R™ : 2 <|lp|| < 2}. By Theorem 1 f is Lipschitz continuous on the
segment [py, 1] with constant L; = R/(1 — 1) = 2R.
We also have the LPL condition for the function f on the set S by Theorem 1 with = |J|.
Fix A from the proposition and ¢ = § > L. Put 2 = |[lpy — f'(pe) || — (pw, o — f'(pk)) = 0,

(I = prpf) S (pr) I o I = pepd) ' (002 (A1)
[epe — f"(pi) | + (i ok — (&) = 2l[lpe — f' (i) | .

2k =

We have ,
Pk, i — f'(pr)) 2z,

(
Iprs1 — Pl =2 -2 =
’ [epr — f' (o)l o — f' ()|
and from the Lipschitz property of f’ on the segment [pg, prr1] with constant L,

Frer) — 8 < (F'0r). Pt —2) + ks — pil?

= (pr Lupr = f'(p1)) = (Llpk — f'(pk), m)

(Pr
(
_ (gpk — (o) + (L1 = O)pp, pi — H)

Cpr — f'(pr) Ly —¢
= < - —0) (propy — IR o L o <
Fpuen) = Tw) < =21+ (= 0) (pome = = ) T — o] = < %
From (A.1) and from the LPL condition with p = |J| we obtain that
I — TN £/ 2 J
Forer) — Fox) < AP @OIT WLy i)

2ltp — f(pe)l - 20lpe — f'(pr)|]
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Define ¢(p) = f(p) — f(po) for all p € S;. From the estimate |[{py — f'(pr)|| < L+ ||/ (pp)]| < L+ L
we have
/]

©(Pr41) < (1 T 2L) ©(pr) = qo(pr)

and ¢q € (0,1) because |J| = o(0,N(t)) < [N ()| = L
For the points {py} we have (note that ||px — Af'(px)|| = 1)

- 22, - 2A(f(px) — f(prt1))
S e = foll T ok — A (pe) |

[Pkt — pell < 200(pg)-

A.6. PROOF OF THEOREM 3

Consider f(p):
f(p) = s(p, Mo) + r|lpll — s(p, Re(2)).

The set R.(t) is strongly convex with radius Ry + ¢ < r. Hence there exists another convex compact
set N(t) with Re(t) + N(t) = Brr+e(0) and r|p|l = s(p, Re(t)) = (r — Ry — &)lpll + s(p, N(2)).-
Thus for all p € R”

f(p) = s(p, Mo) + (r = Rr — ) |lp[| + s(p, N(t)) = s(p, Mo + N(t) + Br—r;—(0))

and the function f(p) is the supporting function of the set N'(t) = M= R.(t) = Mo+ N(t) +
Br_r;—-(0). The latter set is strongly convex with radius Ry and uniformly smooth with constant
ro =r— Rr—e > 0. The function f’ is Lipschitz on the set S; with constant Ry and as in the proof
of Proposition 2 [pg, pr+1]) € {p € R* : 5 < |lpl| < 3}. Thus for any point p from the segment
[Pk, Pk+1] we have [|p|| > % and for any p, q € [pg, pk+1] by Lemma 1

(H%H) (H(JH)H

i.e. f"is Lipschitz on any segment [pg,pg+1] with constant 2Ry. From the Lipschitz property of f’
and Proposition 2 f(py) < 0 for all .

H lp — 4l
~lall ]| HqH

Rollp — qll;

1) = F@)l = \ 7

Ipk+1 = poll* = |1 Ps, (pk = Af'(pr)) — Psy (po — Af' (o)) I,

Ilpe = A (Pr)ll = 1, [lpo — Af' (po)ll = 1, ie. pr — Af'(px) ¢ int B1(0), po — Af'(po) ¢ int B1(0) and
thence

1Pkt1 — poll® < Pk — po + A (o) — F/ (o))
< ok = poll®> = 2X(pk — pos (k) — /(o)) + N2|1f (o) — f'(po)||.

From the strong convexity of the set N/ (¢) with radius Ry we have ||f'(pr) — f'(po)|| < Rollpk — pol|-
Also by the strong convexity of the set AN (¢) with radius Ry we have [28, Theorem 2.1 (h)]
(pk — po, [ (p) — ' (po)) = R%Hf’(pk) — f'(po)||* and by the uniform smoothness of the set N (¢)
with constant rg [28, Definition 3.2, Theorem 3.6]

2
(pk — por /(o) — F'(p0)) > —Hf(pk) f'<po>u2>%||pk—pon2.

Thus ||pr41 — pol|? < &[lpx — pol|?-

AUTOMATION AND REMOTE CONTROL Vol. 85 No. 5 2024
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A.7. PROOF OF THEOREM 4

Repeat the proof of Theorem 3. In particular, the function f(p) is the supporting function for
the set R(t)= M. = R(t)= M-=B.(0). The last set is strongly convex with constant Ry and
uniformly smooth with constant r. a
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