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Abstract—A mathematical model of joint servicing of priority real-time traffic and elastic data
traffic in multiservice access nodes has been constructed and studied. Definitions of quality
indicators for joint servicing of incoming requests for information services are provided. A sys-
tem of statistical equilibrium equations is formed and its use for calculating the exact values of
the introduced characteristics is considered. A method for approximate calculation of charac-
teristics is proposed, based on the construction of a system of simplified equilibrium equations.
It has been established that the obtained estimates of customer service indicators are asymp-
totically accurate in the region of large and small losses. The use of the developed method is
shown to solve the problem of estimating the volume of traffic offloaded in an overload situation
to other access nodes or to other frequency ranges in order to achieve values of specified QoS
indicators and to solve the problem of planning the volume of required transmission resource
of a multiservice access node.
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1. INTRODUCTION

The development of communication networks is moving towards expanding the number of ser-
vices. The range of services received by the subscriber and their quality should not depend on where
the subscriber is, how and at what speed he moves, and what access and information transfer tech-
nologies are used. This provision follows from the development trends of the telecommunications
market and is enshrined in the recommendations of the International Telecommunication Union
[1–6]. It is clear that each type of service, be it voice, video or data, has its own characteristics
that should be taken into account when studying the conditions for their joint provision. In the
simplest case, services differ only in the size of the required information transmission resource.
In more complex situations, it is necessary to take into account the details of the formation of
input streams of requests, the conditions of access to the network, the presence of priority and the
possibility of resource redistribution during the service process, etc. The considered features of the
functioning of current and future communication systems are analyzed in the family of so-called
multiservice models. They are of great importance for practical applications and are the subject
of intensive research by specialists in the field of communications [4–10].

The most important segment of a multiservice network of both fixed and mobile communications
is the access node, which performs the function of concentrating subscriber traffic. Information flows
entering access nodes can be divided into two categories: traffic of real-time services and traffic of
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Fig. 1. Allocation of access node capacity during joint transmission of priority traffic of real-time services and

elastic data.

elastic data transfer services. The transmission of real-time service traffic occurs with a preliminary
reservation of a resource, which is retained for the entire duration of servicing the request [1–3, 6].
The quality of service is characterized by the proportion of lost requests and the average volume of
occupied resources. To forward elastic traffic, a minimum guaranteed resource is allocated, as well
as all or part of the resource that remains free from passing traffic from real-time services [8–11].
The quality of service of elastic data is measured by the average file transfer time and the average
received throughput of the access node.

It is generally assumed that real-time traffic has resource occupancy advantage over elastic data.
It is expressed in reducing the elastic data transmission rate to a predetermined minimum value
if performing this procedure facilitates the acceptance of a request for a real-time service. When
a free resource becomes available, the data transfer rate increases. Resource redistribution occurs
at times determined by the mechanism used to adapt the speed of information transfer to the
conditions of servicing requests. Usually these are the moments of receipt of requests and the end
of their servicing. Let us call such a distribution procedure dynamic [7, 8, 10]. An example of its
implementation is shown in Fig. 1.

The analyzed method of resource division allows to significantly increase its occupancy. This
effect is especially important for cellular mobile communication networks due to the limited range
of radio frequencies allocated for the formation of radio channels. According to experts, the gain
can amount to several tens of percent of the total volume of the resource used. The noted effect is
obtained as a result of the use of traffic control procedures that speed up the transmission of elastic
data in situations where the number of telecommunications service users being served is decreasing.
In mobile communication networks, dynamic resource allocation is performed by a packet scheduler
and occurs under the control of the RRM (Radio Resource Management) software and hardware
complex. Control decisions of the complex are made based on information about the state of the
channel, the number and types of requests being serviced, the level of interference, etc. [12–15].

The relevance of the problem has attracted the attention of specialists of various professional
backgrounds, which range from engineers involved in the design and operation of communication
systems to mathematicians. Giving a general description of the published works, it should be noted
that most of the studies are engineering developments based on the results of simulation modeling
and full-scale experiments [1–3]. Theoretical analysis of the features of joint servicing of real-time
traffic and elastic data usually ends with the construction of a mathematic model, determination of
the characteristics of the quality of service of coming requests and the implementation of numerical
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algorithms for their assessment, based on solving a system of equilibrium equations using any
standard linear algebra method [4, 5, 7–10, 13, 15, 16].

For practical applications, in particular for setting up procedures for dynamic resource allocation,
it is necessary to construct approximate procedures that are easy to implement and have acceptable
accuracy. Unfortunately, few such methods are presented in published works. We can only mention
the studies [11, 14]. Of particular importance are approximate algorithms that

• are based on general principles and can be easily generalized to other models for the formation
of input flows of requests and resource allocation procedures;

• have good accuracy for values of input parameters that correspond to practical applications, in
particular for values of small losses, where the problem of planning the volume of information
transmission resource required by the load is solved, and for values of large losses, where the
problem is solved estimating the volume of traffic offloaded to other access nodes or to other
frequency bands in order to achieve specified QoS indicators;

• are constructed using easy-to-implement analytical expressions and recursive procedures.

This work is devoted to solving these problems. Section 2 discusses the mathematical description
of the analyzed access node model, using the example of which the principles of approximate
assessment of the characteristics of the quality of joint service of real-time service traffic and elastic
data traffic will be formulated. In Section 3, a system of equilibrium equations is constructed
and an algorithm for its numerical solution is proposed. The results obtained are further used to
estimate the error of approximate methods. In Sections 4 and 5, the principles of constructing
approximate methods for estimating the characteristics of the considered access node model are
formulated and their error is numerically studied, in particular, it is shown that the estimates are
asymptotically accurate in the region of large and small losses. Section 6 discusses the possibility of
using the model to solve the problem of determining the volume of offloaded traffic and the problem
of estimating the required amount of resource. The last section formulates conclusions based on
the results of the study.

The novelty of the results obtained is as follows:

• Methods are formulated for constructing approximate procedures for estimating the charac-
teristics of joint servicing of priority traffic of real-time services and elastic data traffic. The
proposed calculation procedures are based on the use of a system of simplified equilibrium
equations.

• It is established that the obtained characteristics estimates are asymptotically accurate in the
region of large and small losses.

• It is shown that the ideas underlying the approximate methods are of a general nature and can
easily be generalized to other models for the formation of input flows of requests and resource
allocation procedures.

2. MATHEMATICAL DESCRIPTION OF THE MODEL

Let us denote by C the capacity of a multiservice access node created by the fixed or wireless
communication standard used and expressed in bits/s. The access node services n Poisson flows
of requests for the transmission of real-time service traffic and one Poisson flow of requests for
the transmission of elastic data. Requests of the kth flow for the transmission of real-time traffic
arrive with an intensity of λk and require a capacity reservation of ck bit/s for the entire service
time, which has an exponential distribution with the parameter µk, k = 1, . . . , n. Requests for the
transfer of elastic data (files) are received with an intensity of λd. The file size has an exponential
distribution with mean F expressed in bits.

Let us introduce the concept of a virtual channel, which is applicable to numerically estimate the
size of the information transmission resource provided to users. Let us denote by c the information
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transmission rate of one channel, expressed in bits/s. The transition to virtual channels simplifies
the modeling of the process of resource occupation by requests. The smaller the value of c, the
more accurate the approximation of transmission rates. However, in this situation the number of
model states increases. The choice of the value c depends on the formulation of the problem, for
example, you can use the following expressions: c = min(c1, . . . , cn) or c = GCD(c1, . . . , cn), where
abbreviation GCD means greatest common divisor. In the first case, the approximation of the bit
rate requirements is rougher than in the second. The total number v of available virtual channels
and the number bk of virtual channels required to service the request of the kth flow are found from
the relations:

v =

⌊

C

c

⌋

, bk =

⌈

ck
c

⌉

.

Elastic data is maintained in accordance with the provisions of the Processor Sharing discipline.
Let’s consider the implementation of this procedure. For simplicity, let’s assume that the minimum
amount of bandwidth that can be used to transfer a file is one virtual channel. Let us denote
by µd the parameter of the exponential distribution of file transmission time by one channel. Let i
be the number of virtual channels used to service real-time traffic, and let d > 0—be the number
of files being transmitted. According to the model description (v − i) channels are used to serve

them. Let s =
⌊

v−i
d

⌋

. Free channels are divided between d files according to the following rule. To

serve each of the (v − i− sd) files, (s+ 1) channels are used, and to serve each of the remaining
((s + 1)d− (v − i)) files, s channels. As a result of this procedure, all (v − i) channels are occupied.
It is easy to show that in the situation under consideration, the time until the end of the transfer
of one of the d files has an exponential distribution with the parameter (v − i)µd.

An incoming request for real-time traffic transmission has priority in resource occupation, re-
ducing, if necessary, the bandwidth used by one file to one channel. Let ik(t), k = 1, . . . , n—the
number of requests of the kth flow for the transmission of traffic of real-time services at time t,
and d(t)—the number of files being serviced at time t. The dynamics of changes in the number of
serviced requests is described by the Markov process r(t) = (i1(t), . . . , in(t), d(t)), defined on finite
state space S, which includes states (i1, . . . , in, d), with components

i1 = 0, 1, . . . ,

⌊

v

b1

⌋

; . . . in = 0, 1, . . . ,

⌊

v − i1b1 − . . .− in−1bn−1

bn

⌋

;

d = 0, 1, . . . , v − i1b1 − . . .− inbn.

(1)

The quality of service for requests from the kth flow for the transmission of real-time traffic
is determined by the values of the share of lost requests πk and the average number of occupied
virtual channels mk. The value of the last characteristic makes it possible to calculate the average
number of requests of the kth flow being serviced, yk = mk/bk, and the average capacity of the
access node they occupy zk = mkc. Let us denote by zr the average amount of node capacity
occupied by real-time traffic zr =

∑n
k=1 zk. The quality of service for requests for the transfer of

elastic files is determined by the values of the share of lost files πd, the average number of occupied
virtual channels md, the average number of files being serviced yd, the average value of used node
bandwidth zd = mdc, average file transfer time hd, average bitrate used for file transfer cd, average
number of virtual channels b used for file transfer.

The introduced indicators can be determined and calculated using the values of stationary
probabilities p(i1, . . . , in, d) of states (i1, . . . , in, d) ∈ S. For the state (i1, . . . , in, d), let i denote the
number of virtual channels used to service real-time traffic i = i1b1 + · · ·+ inbn. Let us present the
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calculated expressions

πk =
∑

{

(i1,...,in,d)∈S | i+d+bk>v
}

p(i1, . . . , in, d);

mk =
∑

(i1,...,in,d)∈S

p(i1, . . . , in, d)ikbk; k = 1, . . . , n;

πd =
∑

{

(i1,...,in,d)∈S | i+d+1>v
}

p(i1, . . . , in, d);

md =
∑

{

(i1,...,in,d)∈S | d>0
}

p(i1, . . . , in, d)(v − i);

yd =
∑

(i1,...,in,d)∈S

p(i1, . . . , in, d)d;

hd =
yd

λd(1− πd)
; cd =

F

hd
; b =

md

yd
.

(2)

3. SYSTEM OF STATISTICAL EQUILIBRIUM EQUATIONS

To evaluate the characteristics specified by expressions (2), it is necessary find the values of
p(i1, . . . , in, d) ∈ S1. To do this, it is enough to construct and solve a system of statistical equilib-
rium equations, connecting the unnormalized probabilities of the model. It looks like this:

P (i1, . . . , in, d)

{

n
∑

k=1

(

λk I(i+ d+ bk 6 v)+ ik µk

)

+λd I(i+ d+16 v)+ (v− i)µdI(d > 0)

}

(3)

=
n
∑

k=1

P (i1, . . . , ik − 1, . . . , in, d)λk I(ik > 0) + P (i1, . . . , in, d− 1)λd I(d > 0)

+
n
∑

k=1

P (i1, . . . , ik + 1, . . . , in, d) (ik + 1)µk I(i+ d+ bk 6 v)

+ P (i1, . . . , in, d+ 1) (v − i)µd I(i+ d+ 1 6 v), (i1, . . . , in, d) ∈ S.

Here and below I(·)—indicator function defined by relation

I(·) =

{

1, if the condition is met, formulated in brackets,

0, if this condition is not met.
(4)

Resulting solutions of (3) P (i1, . . . , in, d) needs to be normalized.

The system of equations (3) does not have any special properties that provide a recursive estimate
of stationary probabilities. For this reason, standard linear algebra methods are used to solve (3).
Based on the experience of solving similar systems, it is recommended to use the iterative Gauss–
Seidel algorithm to estimate the probabilities of states. The use of this approach makes it possible
to calculate stationary probabilities for models of communication systems with a number of states of
up to several million. The standard implementation of Gauss–Seidel recursion for the solution (3) is
not guaranteed to converge, but in most cases it does. Convergence is studied by indirect methods
based on the analysis of the proximity of successive approximations and the fulfillment of known
theoretical relationships connecting the values of the characteristics of the studied model of the

1 We will use lowercase letters to denote the normalized values of the probabilities of states and characteristics and

uppercase letters to denote their non-normalized values.
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communication system. Such relations include Little’s formula. Details of the implementation
of this approach can be found in [10, 17–19]. To ensure convergence, it is enough to set one
of the unknowns equal to unity, remove the corresponding equation (3) and proceed to solving
an inhomogeneous system of linear equations. After the transformations performed, the Gauss–
Seidel recursion always converges (due to the presence of weak diagonal dominance), but requires
a significantly larger number of iterations for its implementation.

The Gauss–Seidel algorithm will be further used to estimate the error of the approximate method
constructed in Section 4 for calculating the quality characteristics of joint servicing of incoming
requests for the node model under study. Sufficiently substantiated approximate methods play a
major role in the development of engineering techniques aimed at solving the problems of estimating
the maximum sufficient load and the minimum required volume of information transmission resource
of a multiservice access node. Subsequent sections of the work will be devoted to the formulation,
analysis and examples of the use of approximate methods for calculating the characteristics of the
constructed access node model.

4. ESTIMATION OF CHARACTERISTICS USING SIMPLIFIED EQUILIBRIUM EQUATIONS

The principle of simplified equilibrium equations was first formulated and used in constructing
the boundaries of truncated state spaces, providing a given error in calculating the characteristics
of models, taking into account the effect of repeated calls [20, 21]. The idea of the method is to
form a system of relationships for the approximate calculation of stationary probabilities of model
states based on the requirement that they comply with local conservation laws, which for the model
under study are satisfied in individual macrostates, selected in accordance with the structure of the
state space used and the physical meaning of individual state components.

For the constructed model, we refer to such macrostates as (i), where all states of the model are
combined with the number of occupied virtual channels equal to i, i = 0, 1, . . . , v, and (d), where
all states of the model are combined with the number of transferred files equal to d, d = 0, 1, . . . , v.
Proceeding in a similar way, we also introduce the macrostate (i, d) and determine the stationary
probability of this state from the expression

p(i, d) =
∑

{

(i1,...,in,d)∈S | i1b1+...+inbn=i
}

p(i1, . . . , in, d),

i = 0, 1, . . . , v; d = 0, 1, . . . , v − i.

If the values of p(i, d) are known, then the values of the characteristics specified by the expres-
sions (2) can be calculated. To do this, it is enough to use the relations

πk =
v

∑

i=0

v−i
∑

d=0

p(i, d)I(i + d+ bk > v); mk =
λk

µk

(1− πk) bk; (5)

πd =
v
∑

i=0

v−i
∑

d=0

p(i, d)I(i + d+ 1 > v); md =
v

∑

i=0

v−i
∑

d=1

p(i, d)(v − i);

yd =
v

∑

i=0

v−i
∑

d=1

p(i, d)d.

The remaining elastic traffic service characteristics are determined from expressions (2).

Let us obtain the form of local conservation laws for the macrostates (i), (d), which will be
further used for an approximate estimate of p(i, d). Let’s start with the macrostate (d). Equating
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the intensity of the exit r(t) from (d) to the intensity of the transition to the macrostate (d), we
obtain a system of relations of the following form:

(

P (0, d) + P (1, d) + . . .+ P (v − d− 1, d)
)

λd (6)

+
(

P (0, d)v + P (1, d)(v − 1) + . . . + P (v − d, d)d
)

µdI(d > 0)

=
(

P (0, d − 1) + P (1, d − 1) + . . . + P (v − d, d − 1)
)

λdI(d > 0)

+
(

P (0, d + 1)v + P (1, d + 1)(v − 1) + . . .+ P (v − d− 1, d + 1)(d+ 1)
)

µd,

d = 0, 1, . . . , v − 1.

Having considered (6) sequentially for d = 0, 1, . . . , v− 1 and performing simple algebraic trans-
formations, we reduce (6) to the following form:

(

P (0, d) + P (1, d) + . . .+ P (v − d− 1, d)
)

λd (7)

=
(

P (0, d + 1)v + P (1, d + 1)(v − 1) + . . .+ P (v − d− 1, d+ 1)(d + 1)
)

µd,

d = 0, 1, . . . , v − 1.

Now we obtain the form of local conservation laws for the macrostate (i). Equating the intensity
of the exit r(t) from (i) to the intensity of the transition to the macrostate (i), we obtain a system
of relations of the following form:

∑

{

(i1,...,in,d)∈S | i1b1+...+inbn=i
}

n
∑

k=0

(

P (i1, . . . , ik − 1, . . . , in, d)λkI(ik > 0) (8)

+ P (i1, . . . , ik + 1, . . . , in, d)(ik + 1)µkI(i+ bk + d 6 v)
)

=
∑

{

(i1,...,in,d)∈S | i1b1+...+inbn=i
}

n
∑

k=0

(

P (i1, . . . , in, d)λkI(i+ bk + d 6 v)

+ P (i1, . . . , in, d)ikµkI(ik > 0)
)

, i = 0, 1, . . . , v.

Let’s move on to constructing a system of simplified equilibrium equations, which we will further
use to approximately calculate the characteristics of the access node model under study. Let us
denote by P̂ (i1, . . . , in, d), (i1, . . . , in, d) ∈ S the resulting estimates of the probabilities of stationary
states of the considered model. Let us save for estimates of the introduced characteristics (2),
probabilities P (i, d), etc., obtained using P̂ (i1, . . . , in, d), previously introduced notations, just add
the symbol ˆ to their notation. The quantities P̂ (i1, . . . , in, d) are found from the fulfillment
requirement for P̂ (i1, . . . , in, d) local conservation law (7)

(

P̂ (0, d) + P̂ (1, d) + · · ·+ P̂ (v − d− 1, d)
)

λd (9)

= P̂ (0, d + 1)vµd + P̂ (1, d + 1)(v − 1)µd + . . . + P̂ (v − d− 1, d+ 1)(d + 1)µd,

d = 0, 1, . . . , v − 1,

and relations

P̂ (i1, . . . , in, d)ik = P̂ (i1, . . . , ik − 1, . . . , in, d)I(ik > 1)ak, (10)

(i1, . . . , in, d) ∈ S, ak =
λk

µk

, k = 1, . . . , n.
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The expressions (10) coincide in form with the detailed balance relations in the formation and
servicing of requests for the transmission of real-time traffic in the Erlang multiservice model
[7, 10, 22, 23]. They determine the approximate nature of the resulting estimates, since they are
not satisfied for the original model.

Using equalities (10), we can show that for P̂ (i1, . . . . . . , in, d) the local conservation law (8) is
satisfied, i.e. the following relations are valid

∑

{

(i1,...,in,d)∈S | i1b1+...+inbn=i
}

n
∑

k=1

P̂ (i1, . . . , ik − 1, . . . , in, d)λkI(ik > 0) (11)

+ P̂ (i1, . . . , ik + 1 . . . , in, d)(ik + 1)µkI(i+ bk + d 6 v)

=
∑

{

(i1,...,in,d)∈S | i1b1+...+inbn=i
}

n
∑

k=1

P̂ (i1, . . . , in, d)λkI(i+ bk + d 6 v)

+ P̂ (i1, . . . , in, d)ikµkI(ik > v), i = 0, 1, . . . , v.

Next, we will show that the relations (9), (10) allow us to uniquely determine the values of
P̂ (i1, . . . , in, d), (i1, . . . , in, d) ∈ S, and with them the introduced estimates of the characteristics
of joint servicing of requests in the studied model of the access node. Thus, estimates of station-
ary probabilities P̂ (i1, . . . , in, d), (i1, . . . , in, d) ∈ S, as well as their exact values P (i1, . . . , in, d),
(i1, . . . , in, d) ∈ S satisfy local conservation laws of the same form (7), (8) and (9), (11), which
allows us to expect good estimation accuracy. Based on the probabilistic interpretation (9), (10),
let’s call these relations as system of simplified equilibrium equations.

Let us construct a recursive algorithm for calculating the values of P̂ (i, d) for a fixed d. Let us
introduce an auxiliary characteristic

Ŷk(i, d) =
∑

{

(i1,...,in,d)∈S | i1b1+...+inbn=i
}

P̂ (i1, . . . , in, d)ik, i = 0, 1, . . . , v; d = 0, 1, . . . , v − i.

Summing (10) over all (i1, . . . , in, d) ∈ S satisfying the condition i1b1 + . . . + inbn = i, we obtain
the equality

Ŷk(i, d) = P̂ (i− bk, d)akI(i > bk). (12)

Let’s multiply (12) by bk and sum over k = 1, 2, . . . , n. Rearranging the order of summation on the
left, we obtain a recursive relation connecting successive values P̂ (i, d),

∑

{

(i1,...,in,d)∈S | i1b1+...+inbn=i
}

P̂ (i1, . . . , in, d)
n
∑

k=1

ikbk = P̂ (i, d) i (13)

=
n
∑

k=1

ak bk P̂ (i− bk, d)I(i > bk), d = 0, 1, . . . , v − 1; i = 1, . . . , v − d.

Relations (7) and (13) allow us to construct a recursive algorithm for estimating the values of
P̂ (i, d), d = 0, 1, . . . , v; i = 1, . . . , v − d. Let us list the sequence of actions for its implementation.

(1) Let’s set d = 0, and the value P̂ (0, 0) = 1.
(2) Let’s express values P̂ (i, 0), i = 1, . . . , v, through P̂ (0, 0), using the relation (13) with d = 0

P̂ (i, 0) =
1

i
×

n
∑

k=1

P̂ (i− bk, 0)I(i > bk)
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and successively increasing i from 1 to v. For fixed i values of estimates P̂ (i − bk, 0),
k = 1, . . . , n, or already expressed through P̂ (0, 0) (for i − bk > 0), or equal to 0 (for
i− bk < 0).

(3) Let’s put d = 1 and the value P̂ (0, 1) = x.
(4) Let us express values P̂ (i, 1), i = 1, . . . , v − 1, through x, using the relation (13) with d = 1

P̂ (i, 1) =
1

i
×

n
∑

k=1

P̂ (i− bk, 1)I(i > bk)

and successively increasing i from 1 to v − 1.
(5) Set in (9) d = 0. We get the ratio

(

P̂ (0, 0) + P̂ (1, 0) + · · ·+ P̂ (v − 1, 0)
)

λd (14)

= P̂ (0, 1)vµd + P̂ (1, 1)(v − 1)µd + . . .+ P̂ (v − 1, 1)µd,

which allows us to express the value of x in terms of P̂ (0, 0). Using the obtained relation and
the results of step 4, we obtain expressions for P̂ (i, 1), i = 0, 1, . . . , v − 1, through P̂ (0, 0).

(6) Next, we set d = 2, 3, . . . , v and, having implemented the sequence of actions formulated in
the above stages of the proposed algorithm, we find expressions for P̂ (i, d), d = 0, 1, . . . , v;
i = 1, . . . , v − d via P̂ (0, 0).

(7) We find an expression in terms of P̂ (0, 0) for the normalization constant

N =
v
∑

d=0

v−d
∑

i=0

P̂ (i, d).

(8) We determine the normalized values of probability estimates p̂(i, d):

p̂(i, d) =
P̂ (i, d)

N
, d = 0, 1, . . . , v; i = 1, . . . , v − d.

(9) Using p̂(i, d) and expressions (5), we find the values of estimates of the characteristics of
joint servicing of requests in the studied model of a multiservice access node.

In Fig. 2, arrows indicate the sequence of calculating p̂(i, d) using the constructed algorithm for
v = 5.

From a computational point of view, the implementation of the constructed algorithm does not
cause any difficulties. The complexity of the procedure is comparable to the repeated use of a
recursive algorithm for assessing the characteristics of a multiservice Erlang model [7, 10, 22, 23].

d
i  

0 1 2 3 4 5 

0 

1

2

3

4

5

Fig. 2. Sequence of implementation of the algorithm for v = 5.
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Let’s compare the amount of calculations when estimating the characteristics of the model using
the Gauss–Seidel method and the constructed approximate algorithm. At each step of the iter-
ative solution method (3), the approximate values of the probabilities of all states of the model
(i1, . . . , in, d) ∈ S belonging to the space S are determined, given by the relations (1). As a result
of applying the approximate method, probability estimates P (i, d) are found for states (i, d) ∈ Ŝ,
where i = 0, 1, . . . , v; d = 0, 1, . . . , v− i (see Fig. 2) and calculations are performed only once. From
this follows an approximate assessment of the effectiveness of the developed method. The volume
of calculations in comparison with the iterative method is reduced by a number of times equal to
the number of iterations in the implementation of the Gauss–Seidel method, multiplied by the ratio
of the number of states in the space S to the number of states in the space Ŝ. Depending on the
model parameters and calculation conditions, this value can significantly exceed several thousand
times.

5. ERROR IN ESTIMATING THE CHARACTERISTICS OF AN ACCESS NODE

Let us conduct a numerical study of the accuracy of the approximate method for estimating the
characteristics of an access node, constructed in the previous section. Let’s choose the following
values of the input parameters: C = 100 Mbit/s; n = 2; c1 = 2 Mbit/s; c2 = 5 Mbit/s. Based on
the accepted assumptions, we obtain the structural parameters of the model: c = 1 Mbit/s; v = 100
virtual channels (v.c.); b1 = 2 v.c.; b2 = 5 v.c. Let’s assume that F = 80 Mbit. The average file
transfer time using one channel is 80 s. When performing calculations, this time will be taken
as time unit. Hence µd = 1. For real-time services, we select service time parameters from the
expressions µ1 = 0.5 and µ2 = 0.5.

Let’s introduce the ρ parameter, which we will use to estimate the potential load of one virtual
channel. Let us determine ρ from the expression

ρ =
a1b1 + a2b2 +

λd

µd

v
. (15)

For elastic data, we calculate the potential resource load from the condition of using one channel
for file transfer2. We will assume that all three flows create the same potential resource load. From
here follow the expressions for estimating the intensities of incoming requests:

λ1 =
vρµ1

3b1
; λ2 =

vρµ2

3b2
; λd =

vρµd

3
. (16)

For selected values of input parameters, Figs. 3–8 shows the dependence of the exact and ap-
proximate calculation of the main characteristics of the model from changes in ρ potential load of
the virtual channel. The exact values of the characteristics are obtained from solving the system of
equilibrium equations (3) using the iterative Gauss–Seidel method and using definitions (2). Ap-
proximate values were found from the relations (5) after substituting into them instead of p(i, d) the
estimates p̂(i, d) obtained as a result of implementing a recursive algorithm based on the use of sim-
plified equilibrium equations (9), (10) (see Section 4). The corresponding curves are indicated by
dotted lines. The number next to the curve indicates the number of the flow for real-time services.
In Figs. 3–4 the error in calculating the share of lost requests for servicing real-time service traffic
(Fig. 3) and the share of lost requests for servicing elastic data (Fig. 4) was estimated. In Figs. 5–6,
the error in calculating the average value of the bitrate used for servicing traffic of real-time services
(Fig. 5) and the average value of the bitrate used for servicing elastic data (Fig. 6) was estimated.
In Figs. 7–8 the error in calculating the average file transfer time (Fig. 7) and the average number
of channels used to transfer one file (Fig. 8) was estimated.

2 Worst case scenario for servicing elastic data.
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Fig. 3. Error in estimating the share of lost

requests for servicing real-time traffic.

Fig. 4. Error in estimating the share of lost

requests for servicing elastic data.
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Fig. 5. Error in estimating the average bitrate

used to service real-time traffic.

Fig. 6. Error in estimating the average bitrate

used to service elastic data.
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Fig. 7. Error in estimating the average file

transfer time.

Fig. 8. Error in estimating the average num-

ber of channels used to transmit one file.

From the analysis of numerical data it follows that the obtained estimates have the following
properties.

(1) They have good accuracy, which increases in the area with low and high loads. These results
will be examined in more detail below.

(2) As the load on the channel increases, the values of the analyzed characteristics increase
with the exception of the average value of the bitrate used to service the traffic of real-time
services (see Fig. 5). This property is explained by the fact that as ρ increases, elastic data
increasingly uses one channel to transfer a file, thereby displacing real-time traffic, which
requires more channels for servicing.

(3) As a rule, the obtained approximate values of the characteristics at low loads give a lower
estimate for the characteristics of the access node model under study, and at a heavy load
they provide an upper estimate.

As noted earlier, the accuracy of estimates increases in the region of large and small losses. Let
us present numerical data that confirm this conclusion. Tables 1 and 2 show the values of the
quality of service characteristics of real-time traffic and elastic data for the access node model with
the values of the input parameters used in calculating the curves shown in Figs. 3–8 and listed at
the beginning of this Section. The presented numerical data confirm the asymptotic properties of
the estimates. The error in estimates quickly decreases with an increase in ρ (Table 1) and with its
decrease (Table 2). In the region of large losses, asymptotic properties manifest themselves for all
characteristics listed in (2). In the low loss region—only for elastic data transmission characteristics.

The presented numerical data showed that the developed method has good accuracy for values of
input parameters that correspond to practical applications, in particular for values of small losses,
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Table 1. Accurate and approximate estimation of the characteristics of the access node model
under heavy load conditions

ρ
π2 πd hd zr zd

Exact Approx. Exact Approx. Exact Approx. Exact Approx. Exact Approx.

1.00 0.1051 0.0496 0.0264 0.0085 0.3270 0.2546 61.58 64.42 10.61 8.41
1.25 0.3484 0.3624 0.0930 0.0806 0.6972 0.7713 61.81 61.68 26.34 29.54
1.50 0.5538 0.5716 0.1600 0.1493 0.8594 0.8811 57.99 57.46 36.09 37.47
1.75 0.6877 0.7021 0.2173 0.2081 0.9157 0.9233 54.33 53.80 41.81 42.65
2.00 0.7760 0.7873 0.2668 0.2591 0.9414 0.9449 51.12 50.60 46.01 46.67
2.50 0.8778 0.8848 0.3493 0.3437 0.9649 0.9661 45.77 45.30 52.32 52.84
3.00 0.9290 0.9334 0.4154 0.4112 0.9756 0.9762 41.53 41.12 57.03 57.47
4.00 0.9723 0.9742 0.5147 0.5122 0.9853 0.9855 35.28 34.96 63.76 64.09
5.00 0.9875 0.9884 0.5853 0.5838 0.9897 0.9898 30.88 30.63 68.39 68.66
7.50 0.9974 0.9975 0.6956 0.6951 0.9942 0.9943 23.90 23.76 75.65 75.80

Table 2. Accurate and approximate estimation of service characteristics of elastic traffic under
light load conditions

ρ
hd zr zd b

Exact Approx. Exact Approx. Exact Approx. Exact Approx.

0.500 0.02124 0.02000 33.33 33.33 0.35401 0.33333 47.078 50.000
0.400 0.01717 0.01666 26.66 26.66 0.22899 0.22222 58.225 60.000
0.300 0.01451 0.01428 20.00 20.00 0.14512 0.14285 68.908 70.000
0.200 0.01259 0.01250 13.33 13.33 0.08398 0.08333 79.378 80.000
0.150 0.01182 0.01176 10.00 10.00 0.05912 0.05882 84.565 85.000
0.100 0.01114 0.01111 6.666 6.666 0.03714 0.03703 89.728 90.000
0.075 0.01083 0.01081 5.000 5.000 0.02708 0.02702 92.302 92.500
0.050 0.01054 0.01052 3.333 3.333 0.01756 0.01754 94.871 95.000
0.025 0.01026 0.01025 1.666 1.666 0.00855 0.00854 97.437 97.500

where the problem of planning the volume of information transmission resource required by the
load is solved, and for values of large losses, where the problem is solved estimating the volume of
traffic offloaded to other access nodes or to other frequency bands in order to achieve specified QoS
indicators. Let us give examples of solving the formulated problems.

6. THE USAGE OF THE OBTAINED RESULTS IN PRACTICAL APPLICATIONS

Estimating the required resource of an access node for a given load and the maximum permissible
load for a given resource value are similar problems and are solved by brute force. In the first case,
starting from a certain initial value, the throughput of the access node increases until the required
result in terms of quality of service is achieved; in the second case, in a situation of overload, the
input flow of requests is reduced for the same purpose. Let’s start by solving the second problem.

Let us change the description of the procedure for generating an input stream in the model of
a multiservice access node under study. Let us assume that the access node services represent a
Poisson flow of requests of intensity λ, divided into n+ 1 service categories. The first n categories
represent requests for the transmission of real-time traffic. The last (n+ 1)th category is requests for
the transmission of elastic data traffic. Let us assume that λ = λ1 + . . .+ λn + λd. With probability
pk = λk

λ
, k = 1, . . . , n the request belongs to the kth category, requires ck bit/s, k = 1, . . . , n and

the resource occupies a random time, which has an exponential distribution with the parameter µk.
With probability pd = λd

λ
the request belongs to the category of elastic traffic and is served according

to the corresponding rules introduced when describing the original node model (see Section 2). It is
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time estimate on poff.

Fig. 10. Estimation of the share of offloaded

traffic to ensure specified QoS indicators.

clear that the considered change in the procedure for generating the input stream did not change
the mathematical description of the access node model under study.

Assume that existing or scheduled traffic is causing the access node’s transmission capacity to
become overloaded. This situation can be tracked with good accuracy using a method for assessing
the characteristics of the quality of service for requests, based on the use of simplified equilibrium
equations (see Section 4 and Table 1). Let’s assume that in the current situation it is impossible
to simply increase the throughput of the access node. The difficulties that arise can be dealt with
by redirecting (they also say offloading) some part of the input flow to other access nodes so that
the quality of service characteristics of the remaining part of the traffic on the available resource
do not exceed standard values [24]. Let us denote by poff the probability of offloading an incoming
request.

The formal formulation of the problem is as follows. It is necessary to determine the value poff,
which provides a given level of quality of service for the remaining requests in the form of fulfilling
the inequalities

π = max(π1, . . . , πn, πd) < πnorm, hd < hnormd . (17)

Here πnorm and hnormd —are the values required under the terms of the service agreement, respec-
tively, of the maximum loss of requests and the average time of elastic data transmission.

Let us consider the access node model for the values of the input parameters used in calculating
the contents of Table 1. The values of the characteristics of servicing requests for ρ = 1.5 indicate
that the node is in a state of overload and it is necessary to reduce the incoming flow of requests.
Let’s take the following values of normative indicators: πnorm = 0.01, hnormd = 0.2.

We solve the problem of estimating the probability of offloading in two stages. First, let’s find
the value poff, which ensures the fulfillment of the inequality (17) for the average file transfer time.
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Note that the choice of hnormd = 0.2 means that the average file transfer time is chosen 50 times less
than the average file transfer time by one channel, and is 1.6 s. Figire 9 shows the change in hd
with increasing poff in the range from 0 to 0.9. The exact value of the characteristic found as a
result of solving the system of equilibrium equations (3) using the Gauss–Seidel iterative method,
and its estimate found using simplified equilibrium equations (the curve is marked with a dotted
line) are given. Note that the initial and final values of the range of changes poff belong to the
region where the characteristics estimates used are asymptotically accurate. This determines the
high accuracy of calculating the characteristics of the original model, as evidenced by the curves
shown in Fig. 9. A more detailed solution to the problem of determining poff is shown in Fig. 10,
where it is established that poff ≈ 0.7.

The second part of calculating the share of offloaded traffic is the need to satisfy the inequality
π 6 0.01. To establish this fact, we construct an upper bound for π, assuming that elastic files are
transmitted using only one channel. This means that all requests arriving at the access node are
serviced according to the traffic rules of real-time services. In this situation, the values of the char-
acteristics can be calculated using recursion built for the multi-service Erlang model [7, 10, 22, 23].
The results obtained confirm the fulfillment of the inequality π 6 0.01. Thus, the solution to the
problem has been achieved for the offloading probability poff ≈ 0.7. The problem is solved in a
similar way in a situation where only real-time service traffic or only elastic traffic is offloaded.

Estimation of the required resource of an access node for a given load is solved in the same
sequence, so we will omit this part of the study.

7. CONCLUSION

A mathematical model of joint servicing of real-time traffic and elastic data traffic in a multi-
service access node has been developed and studied. The arriving of requests for all service cat-
egories obeys the Poisson law; the duration of servicing requests for the transmission of real-time
traffic has an exponential distribution, as do the volumes of transmitted elastic data. Elastic data
is maintained in accordance with the provisions of the Processor Sharing discipline. An incoming
request for real-time traffic transmission has priority in resource occupation, reducing, if necessary,
the value of resource used by one file to a predetermined minimum value. A Markov process is
constructed that describes the change in model states. Definitions of quality indicators for joint
servicing of incoming requests for information services are provided. A system of statistical equi-
librium equations is formed and its use for estimating the introduced characteristics is considered.
A method for approximate calculation of characteristics is proposed, based on the construction of a
system of simplified equilibrium equations. The use of the developed methods is shown to solve the
problem of estimating the volume of traffic offloaded in an overload situation to other access nodes
or to other frequency ranges in order to achieve specified QoS indicators and to solve the problem
of planning the volume of required transmission resource of a multiservice access node. The results
obtained are also applicable to the estimation of the required volume of resource of access nodes in
satellite communication systems [25], data centers [26], and information centers [21].

Let us note the positive characteristics of the developed approximate method.

• The formation of simplified equilibrium equations is based on the use of local conservation
laws that are fulfilled in individual macrostates of the model, selected in accordance with the
structure of the state space used and the physical meaning of individual state components.
Thus, it can be argued that this approach is based on the general principles of the functioning
of communication system models described by Markov processes, which makes it possible to
generalize the results obtained to other models of the formation of input flows of requests
and resource allocation procedures, in particular to models with group arrival of requests and
waiting.
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• The obtained estimates of the quality of service characteristics of incoming requests have good
accuracy for values of input parameters that correspond to practical applications, in particular,
for values of small losses, where the problem of planning the volume of information transmission
resource required by the load is solved, and for values of large losses, where the problem of
estimating the volume of traffic offloaded to other access nodes or to other frequency ranges
is solved in order to achieve specified QoS indicators.

• The computational algorithms used in the process of implementing the method are based on
the use of simple recursive procedures.
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